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1. **Describe your approach in short.**

The proposed approach employs a U-Net inspired model conditioned on MobileNetV2 class features to segment iris, inner boundary, and outer boundary in an eye, where two-stage fine-tuning was applied to the MobileNetV2 model. The data was augmented by different models.

1. **Describe your approach in more detail.**

In our method, we used U-Net [1] with Pretrained MobileNetV2 [2]. The U-Net is based on the fully convolutional network and we modified its architecture to work with fewer training samples and to achieve more accurate segmentation. We used the pre-trained weights provided with MobileNetV2 for the ImageNet dataset [3] and fine-tuned it on the iris recognition and localization domain. To provide domain adaptation, we fine-tuned the MobileNetV2 model on the provided data for NIR-ISL 2021 from the CASIA-Iris-Asia, CASIA-Iris-M1, and CASIA-Iris-Africa. We also augmented the data by performing left-right flips, rotation, zoom, and brightness. MobileNetV2 has less parameters, due to which it is easy to train. For the binary masks, we chose the binarization threshold by iterating over the images in the provided dataset and applied the threshold that achieved the highest F1-score.

1. **Short name of your approach.**

Option 1: KartalOL-Net

Option 2: Mob-U-Net

1. **Did you normalize the eye images in any way? If so, what procedure did you use? Please provide a description .**

Yes. We have normalized the images to [0~1].

For iris segmentation, we have cropped images based on pupil centrum estimation and then we have trained network to segment irises.

Also, to extract inner and outer boundary, we have applied canny edge detection on images before training.

1. **Did you use RGB or grey-scale images?**

Grey-scale images.

1. **Did you use any form of data preprocessing or data augmentation? If so, what did you use?**

We performed data augmentation and created 36 images per original image in the NIR-ISL 2021 training dataset. For augmentation, we generated different versions of the image and used both in our model training. We also resized the images to 224\*224 size.

1. **What loss function or learning objectives did you use?**

We used a Dice coefficient to measure overlap of between two images as loss function. Dice coefficient term is standard in segmentation tasks and it is ranges from 0 to 1. Zero indicate worse overlap in contract one indicates perfect overlap.

1. **If you used training, how many parameters had to be learned during the training stage?**

Modified deep neural network requires training and consists of 6,504,227 total parameters and as result 4,660,323 trainable parameters.

1. **If you used a training stage, what was the size of the model weights when saved on disk (this is usually important for deep learning models)?**

For our MU-Net model, the size of the model weights was 63.7 MB.

1. **What kind of hardware did you use for the experiments (CPU, GPU, RAM, other relevant info)?**

CPU: AMD Ryzen Threadripper 1920x

RAM: Corsair CMW64GX4M4C3200C16 RGB Pro 64GB (4 x 16GB) DDR4 3200 MHz C16

GPU: NVIDIA Quadro P5000

We used the GPU for CNN model training.

1. **What programming language did you use (Matlab, Python, C, anything else? / compiled vs. interpreted)?**

For model training, the binarization threshold computation and thresholding process we used the Keras and Tensorflow framework and Python.
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